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Abstract This document describes the RoboCup Humanoid League
team pUNAMoids KidSize of Universidad Nacional Autónoma de Méx-
ico (UNAM) at Mexico City, Mexico. Our team inherits the experience
accumulated by the team DotMex and uses self-constructed robots for
playing soccer and the well-known DARwIn-OP platform by Robotis.
The paper describes the mechanical and electrical design of the robots.
It also covers the software used for perception and behavior control.

1 Introduction

1.1 RoboCup experience

The pUNAMoids team, participated at RoboCup 2012 in the Kid Size category
of the Soccer League as part of the DotMEX (.MX) consortium. This team
inherits the long and wide experience accumulated from its members, after five
years of works with humanoid robots and their participation in some of the most
important Mexican and international tournaments. The pUNAMoids experience
in RoboCup is as follows: in RoboCup Suzhou 2008 we reached the quarterfinals
of the tournament being the best team from America. In RoboCup Graz 2009
we did not pass to the 2nd round because we redesigned completely our robots
and we experienced some problems during the competition. In 2010 we decided
not to attend RoboCup Singapore because many of our students graduated that
year. We qualified for RoboCup Istanbul 2011 as pUNAMoids and RoboCup
Eindhoven 2013 as DotMEX, unfortunately we had to withdraw from both com-
petitions due to budget constrains. Despite these absences, we had good results
in the local RoboCup Mexico Open Tournaments. In 2008 we reached the 2nd
place, in 2009 we reached the 3rd place, in 2011 we obtained the 2nd place and
in 2012 we obtained the 3rd place.



Figure 1. pUNAMoids V4 prototype Figure 2. DARwIn-OP

For RoboCup Mexico 2012, the pUNAMoids teams joined with CINVESTAV
and a SME, Verstand Labs, to conform the dotMEX team. Our team provided
one player for the exhibition game (5 vs. 5 in a 10m field) between Mexico
against Rest of the World. Our player was the one that produced the victory
goal. The dotMEX Team, also won the First Place at the Hurocup 2012 (United
Soccer category), organized by FIRA at Bristol, UK in August 2012, and win the
First place in the soccer competition at the 2012 International Robot Contest,
organized at Seoul, South Korea, where dotMEX team was, third in the all
around tetrathlon competition.

1.2 Commitments

The pUNAMoids team commits to participate in RoboCup 2014 and to provide
a referee with sufficient knowledge of the rules of the Humanoid League during
the competition.

1.3 Research Interests

Our main research interests are: i) the development of computational architec-
ture for humanoid robot control based on commercial hardware, with emphasis
in software development; ii) Perception, with emphasis in feature extraction, im-
ages analysis and visual SLAM; iii) Humanoid robot control; with emphasis in
dynamically stable walk, motion planning, and visual servoing.

1.4 Team description

We will use three DARwIn-OP robots, a new prototype robot (DARwIn-OP like),
and a previous pUNAMoids prototype. The vision system used in our robots is
based on the system developed for the AH1N1 prototype [1]. The algorithms
for self-localization are based on 1-Point RANSAC with IDP and EKF [12], [13],
[14]. The next sections are devoted to show the main features of the pUNAMoids
humanoid robot and its subsystems.



2 Electromechanical system

The mechanical architecture of the pUNAMoids prototype is shown in Figure.1.
This robot uses 20 HiTec® servomotors. The mechanical architecture of a new
prototype is based on DARwIn-OP shown in Figure. 2. It has 20 DoF (degrees
of freedom): 2 DoF for the head, 3 DoF for each arm (shoulder with 2 DoF and
elbow with 1 DoF) and 6 DoF for each leg (hip with 3 DoF, knee with 1 DoF
and ankle with 2 DoF). The inverse kinematics problem of robot DARwIn-OP
is solved through the methodology of the Paden-Kahan, based on screw theory,
that splits the whole problem into a series of sub problems, whose solution is
known [1] [2]. The energy system is based on a 3S-YT503560HH LiPo battery
of 1000 mAh by Yuntong®, used also by DARwIn-OP and Bioloid Robotis®
commercial humanoid robots.

Figure 3. Kinematic diagram of the DARwIn-OP based prototype.

3 Computing System

Our prototypes are equipped with different computational architectures: one
processor controls the servomotors and other is for vision, intelligence and com-
munications tasks. One of our prototypes use a RoBoard RB-110 based on the
Vortex86DX CPU, a 32bit x86 CPU running at 1000MHz with 256MB RAM,
with a Minoru3D webcam. The RoBoard runs Linux Ubuntu 10.10 and has
I/O interfaces to servos, DC motors, sensors, gyroscope, accelerometers, etc.
The DARwIn-OP based prototype is based on the Robotis servomotors DY-
NAMIXEL MX-28 and RX-28. It uses the CM730 sub controller and a fitPC2i
as the main controller. The fitPC2i runs a free distribution OS based on Debian
GNU/Linux with Ubuntu libraries. This OS was developed by Verstand Labs and
is called Khabelix[3]. This OS permits the development of robotics and artificial
vision applications in an easy way. Our goal is to leverage the DARwIn-OP plat-
form software in this new prototype. Finally we have two DARwIn-OP robots.
The software developed for our robots is described in the next paragraphs.



4 Perception System

One of the most important features of a robot is his autonomy. Autonomy is
based on information about the environment and the robot-environment inter-
action. Exteroceptive sensors like cameras for vision and touch-force sensors pro-
vide this information. The control system devoted to ensure stable movements in
spite of perturbations needs information about the state of the robot variables.
Sensors like joint position and velocity sensors (potentiometers, encoders), and
vestibular sensors (IMUs, accelerometers, gyroscopes) provide this information.

4.1 Vision (Image processing and analysis)

The vision system must provide the controller with information about the ac-
tual match situation: ball position, (x, y) p self position and position of the other
members of the team (x, y, θ)Ri , i = 1, 2, 3, ..., n, and the position of the op-
ponent robots (x, y)Hi , i = 1, 2, 3, . . .n, where n is the number of robots in a
team. These position vectors are absolute, i.e. they are defined with respect to
reference frame associated to field. It is important to note that our robots must
be localized with its orientation θi.

Figure 4. Two different cases showing the process to seek for the opposite goal and
beacons.

The vision system used applies its own Bayer filter based on a 5 × 5 interpo-
lator to avoid artifacts and performs a space color change over the RGB images
to have YUV images. When light conditions are not good enough, we use some
DPI methods to enhance features to be detected or extracted, like statistical
and/or morphological filters. Currently a basic YUV color image segmentation
is used to find the ball, opponents and goal areas (Figure 3). A fast color seg-
mentation algorithm (based on independent YUV thresholds) is being currently
used [4]. We have exponentially increased the efficiency in finding objects in
the image by a low level algorithm that finds all objects in one memory access



of the image [5]. Taking into account that both goals are identical (no colors
nor landmarks identifies the goals), our vision system has a feature extraction
algorithm that permits to tag both goals, avoiding ambiguity, using invariable
fond textures presents in the field surroundings. These tags, help are used in the
self-localization algorithms.

4.2 Self-localization

We have proposed some Visual EKF SLAM algorithms useful to locate our
robots in the field [7], [14] but they are very expensive in computing time to be
implemented over the embedded system of our robots; the obtained results are
shown in Figure 4.

Figure 5. Some results of our 1-point RANSAC-IDP-EKF Visual SLAM algorithm.

However, we are working in less expensive algorithms that can be imple-
mented in an embedded system. Meanwhile, our robots use a very simple self-
localization trigonometric method. The algorithm calculates the (x, y, θ) pose of
the robot inside the field by using a very simple triangulation method based in
the solution of a quadratic set of two equations: circles centered at a detected
feature like beacons or goals. The radius of each of these circles is obtained di-
rectly in only one picture measuring angles of view of the borders of the features
detected [8]. Also a MCL Monte Carlo Particle Filter Localization based on de-
tecting the field lines, goal areas is being used. The localizing algorithm uses the
goal areas color and the amount of viewable pixels of such color to determine its
distance and current orientation. The motion probability estimation is obtained
by previous measures of the movements the robot does after each command and
getting its probability density. For example, in a turn, each turn has a fixed
amount and successive turns are accumulated. The same applies for walking and
running. Currently, we are in the process of incorporating a novel localization
method named OVL [9].

4.3 Motion Detection

The goalkeeper has an implementation of an efficient algorithm to calculate the
optical flow in real time, with the aim to get the speed of the moving ball. This
gives the robot the ability to estimate the direction of the moving ball and its



speed. The algorithm implemented is based on the Lucas-Kanade method, as this
is easily applied to a subset of image’s points, In addition, it is computationally
faster compared with other techniques and it can be adapted to a stereoscopic
vision system. The experimental results are showed in Figure 5 (estimation of
the ball direction and velocity) [10].

Figure 6. Optical flow: motion direction and velocity components.

5 Control System

The robot control system is shown in Figure 7. It has three inputs and two
outputs. The inputs are signals from the Vision System, the Vestibular System
and the Communication System (Game controller and other robots). The out-
puts are signals send to the Movement System and the Communication System
(other robots and monitor). The Vision System gives the robot information re-
garding where he is with on the playing field (self-localization), and where the
ball and is. The Vestibular System formed by the accelerometers and gyros that
allow the robot to ensure a stable walk. The Communication System receives
and sends messages to the Game Control Program, to other robots in our team
and to monitor. The robot uses this information to determine its next move-
ment. The processes are implemented as threads that share information. The
shared information is accessed through critical sections, so that the data is not
corrupted. The Robot Control System consist of a Robotis CM-730 and a fitPC2i
that receives and processes external signals as the video signal and messages from
the referee, through the Game Control program. The elementary and reactive
movements of the robot (walk, kick, standup) resides in the CM-730 Controller.

Information is shared between robots so that they, as a team, are able to make
the best decision. The goalkeeper is in charge to coordinate the other robots. If
it left the game, a different robot takes the coordination task. The initial state
of the robot assumes nothing, as the robot explores itself and its environment it
gets a more complete knowledge of its state and the state of the game, allowing
him to make a rational decision of its next move.

5.1 Movements Control Subsystem

The joint level control is assured directly by joint actuators (servomotors); while
the joint coordination corresponding to a desired gait or other complex move-



Figure 7. Robot control system scheme.

ment is calculated off-line with the aid of the ARMS Simulator based on our IK
method [2]. Given a desired gait, we define it by using the following parameters:
step size, foot’s maximum height, body’s height, body ripple in both sagittal
and transversal planes, separation between feet in the frontal plane, the step
duration and the double-support phase duration. Then, having defined a desired
gait through these 8 parameters, a recently developed version of the ARMS sim-
ulator [2], originally developed to participate at RoboCup 2009 [11], produces
all the corresponding joint trajectories that realize that desired gait. Finally, the
stability of robot walk is assured by a dynamic control scheme based on a ZMP
principle. In case of perturbation (collision with another robot, slippery, etc.) the
robot can fall. The inertial sensors are supposed to detect that and to inform
the ZMP algorithm to compensate this perturbation [12].

5.2 Behavior Control Subsystem
In this case, the game strategy is individual, i.e. there is not a team strategy at
all. We are in the work to develop a team strategy based on the knowledge of
the game situation obtained by vision system of the three robotic players. The
planner resides in the team leader robot (goalkeeper) but can be delegate to any
robot if the goalkeeper must left the game. Our team strategy can be described
as follows: The player nearest to the ball will perform the attack by approaching
to it. Our other players will act as a defense in any of the following cases: if
an opponent player is nearer to the ball than our player, or it is positioned
to receive a pass or if our first player is not able to kick directly toward the
opposite goal. If the ball is behind our players, the goalkeeper will approach
to it to kick it toward the opposite goal or make a pass to a teammate. The
vision system supplies the game situation needed to plan the strategy described
above. The planner calculates the homogeneous transform corresponding to each
robot’s movement, and the kind of kick needed to solve the actual game situation
(direct kick or pass, left or right foot, strong or weak kick, forward or back kick)
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