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Abstract. This paper is a short review of technologies developed by YILDIZ team for 

participating in RoboCup 2013 Virtual Robot Competitions. A short description of mes-

sage routing algorithm, image enhancement, autonomous navigation and victim detection 

techniques that are being developed and the initial results of the algorithms are given.  

1     Introduction 

Probabilistic Robotics Group of Yıldız Technical University, which consists of a team 

of students and academicians, has been working on autonomous robots since its estab-

lishment in 2007.  Autonomous robots can perform desired tasks without continuous 

human guidance which is necessary for Urban Search and Rescue area [1, 2]. Last 

year’s world championship was the second experience of our team on Robocup.. We 

took second place at Mexico Robocup and Iran Open competitions. We have learned 

a lot of lessons over two years as following:  

- Our user interface is very useful. 

- We should determine the coordinates of the air-robot.  

- We should develop our autonomous exploration algorithm.  

- We should develop our image enhancement algorithm.  

- We should develop our automatic victim detection algorithm.  

- We should develop our message routing protocol 

This year, several developments over all of these systems and they are presented at 

this report.  

The system is designed to have a hierarchical structure, containing different modules 

responsible of different jobs. Every fundamental part of the main problem divided 

into modules which can function independently. Normally, each of our virtual robots 
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is intelligent enough to explore the area, find the victims and construct a map. Using 

multiple robots made the system more accurate and robust.  

 

The team members and their contributions are as follows:  

Control and monitor interface : Yücel Uzun  

Routing Algorithm  : Muhammet Balcılar, Khudaydad Mahmoodi 

Autonomous control  : Yücel Uzun, M. Fatih Amasyalı 

Victim detection   : Yücel Uzun, A. Cüneyt Yavuz  

Image Enhancement  : Bilge Yaraş 

Supervising, system design : Sırma Yavuz, M. Fatih Amasyalı 

2     System Overview 

The main software modules are user interface, localization, mapping, navigation, 

communication and victim detection. Robots on their own have all those modules 

equipped and ready-to-use, there is also a multi-robot coordination module covering 

them all. As the ground robots we use the Pioneer 3AT and Kenaf models. The sen-

sors to be used are determined as Hokuyo URG04L model laser scanner, camera, 

ultrasonic, encoder, touch and odometry sensors. We also use Air Robots with only 

two camera sensors.  

3    User Interface 

The user interface is developed to control 16 robots at the same time and consists of 

two forms as shown in Fig. 1 and Fig.2. 

At the Form 1 of the user interface (Fig. 1), the thumbnail of all robots’ camera views, 

the camera view and the orientation of the selected robot can be seen.   

At the Form 2 of the user interface (Fig. 2), the map of the disaster area, the coordi-

nates and directions of the robots, the scanned areas and obstacles can be seen. The 

robot to be controlled is selected from the map. The robots can be controlled by the 

user keyboard or the direction arrows on the Form 1. The speed of the robots can be 

adjusted by the controller next to the direction arrows.  
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Fig.1 User Interface Form 1 

 

 

Fig. 2 User Interface Form 2 

To generate a map of the environment and to determine the positions of the victims 

SLAM algorithms are used [3, 4, 5]. For the mapping EKF based FastSLAM [6] algo-

rithm is preferred. A grid-based map is used to represent the environment. The map 

and pose of the robot are estimated using the range measurements obtained by robot 

and the control signals that make robot move.  



4      Sırma Yavuz, M. Fatih Amasyalı, Muhammet Balcılar, Yücel Uzun, Khudaydad Mahmoodi, 

Bilge Yaraş, A. Cüneyt Yavuz  

4     Image Enhancement 

At disaster areas, the images coming from robot cameras can be very problematic 

because of the dust, the darkness and the smoke. The same problems exist in the 

simulation platform. The images coming from robot cameras were investigated on the 

2011 competition maps. We noticed that the number of unique colors is very low. In 

other words, the color histograms are very narrow.  This situation reduces image un-

derstanding capabilities of the user. To solve this problem, we applied block based 

histogram equalization on HSI color space. To determine block size, many tests are 

performed. The larger block size will cause better contrast but high computational 

cost. The detail of algorithm is proposed in [7]. In Fig. 3, the results of the contrast 

enhancement algorithm are given. The original image is at the left side. The processed 

image is at the right side. 

 

 

 

Fig. 3 Results of the contrast stretching algorithm 

In Fig. 3, it can be seen that the processed images are more understandable than the 

original ones. 

5    Autonomous Control and Navigation 

Controlling multiple robots is not effective by using turn right, turn left etc. level 

commands. Another and more useful approach is waypoint control which saying ro-

bots only the places where to go [8]. At the last year, we have implemented the way-

point control approach with the theory of Proportional Control [9]. The disadvantage 

of our implementation was the need of clear way between the current and target coor-

dinates. The more robust and intelligent approach is fully autonomous control. In 

other words, the robots can determine the waypoints to go. This year, we added a 

fully autonomous mode control to our robots in addition to the waypoint control 

mode.  In autonomous mode, the robots choose a grid having maximum potential 

[10].  
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Our grid selection method is posed as a multi-objective optimization problem with 

two objectives: minimization of the distance to the goal, and maximization of the 

number of unsearched neighbor grids. To avoid obstacles, the difficulty of neighbor 

grids of the obstacles is increased. So, a robot moving on an empty hall is moving on 

the center of the hall. 

6    Victim Detection 

While some victims on the area do not have any motion, most of them do have small 

movements. Detecting motion is actually an easy issue on static camera. But when the 

camera is non-static, it becomes challenging problem. To solve this problem, the mo-

tion of the camera needs to be removed, and then remaining motion can be detected as 

associated with a moving object. 

1, tt II are images of P3AT’s camera at time t and t-1 respectively. 
1tf  is n unit 

feature point’s x and y coordinates at image 
1tI , extracted by Lucas-Kanade method 

[11]. 
tf  is the feature vector at image 

tI , extracted by tracking 
1tf  features. The 

coefficients of the best transform matrix that transforms 
1tf  to

tf , are determined 

using least square error. The form of transform matrix is given in Equation 4 [12]. 
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tf̂ is the estimation of 
tf  which has minimum estimation error. To estimate

tf̂ , all 

coefficients (eight units in total) must be determined by least square error [13]. Error 

function (J) of being minimized by least square is given at Equation 5.  
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Once the best transform coefficients are found, the feature point’s prediction error is 

checked against a certain threshold. However, there may be features associated with 

moving objects which lead to the inference of an inaccurate transformation. So these 

features should be eliminated to have a better transformation model. If the difference 

between previous frame’s and current frame’s point is larger than a threshold value, 

this feature is eliminated. After the elimination, transformation model is recomputed: 
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1. Compute the initial estimate f̂  using the full feature set. 

2. Partition the feature set into two subsets Fin and Fout as: 
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3. Re-compute the final estimate f̂  using only subset Fin. 

 

Fig. 4 Results of the moving feature detection 

If the prediction error is above this threshold than a moving object feature is detected, 

otherwise a static environment feature is detected. The threshold value is determined 

empirically. All feature points and moving feature points are shown at Fig. 4.  

To detect non-moving victims, we use a method based on Histogram of Oriented 

Gradients. The detector has the following attributes: grayscale with no gamma correc-

tion; Sobel filter with no smoothing; linear gradient voting into 9 orientation bins in 

0°-180°; 20x20 pixel blocks of four 10x10 pixel cells;  120x120 detection window; 5- 

nearest neighbor algorithm. We constructed a discriminative model based on a train-

ing dataset obtained from USARSim environment [14].   

7     Routing Protocol 

To fully explore and map the area and to find victims, all robots have to be in com-

munication with ComStation at any moment. If ComStation do not access any of the 

robots, these robots do not receive operator's command. As a result, the robot is 

forced to act completely autonomous. Thanks to the wireless communication protocol 

server [15], ComStation generally keeps communicating with other robots.   
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Robots communicate with each other through the WSS in USARSIM, hence each 

robot called as mobile wireless sensor, and the network which consists of robots and 

the ComStation is called as wireless sensor network [16]. 

Routing algorithm is the most important step in communication protocol and the path 

way of message packet from source to target determined by routing algorithm [17]. 

When WSS works on noop-propagation mode, all the robots are always in communi-

cation with each other and ComStation that established a direct link with the source 

message to be transmitted to the target robot. But in other propagation modes, the 

message should go to the destination by the way of hops. 

Blind Flooding routing algorithm is one of our routing methods. According to this 

method, all messages forwarded to all robots by source node. When any node receives 

a message, first controls the original receiver of this message. If this message is node's 

own message then node receives the message and processes it. If the receiver of the 

message is another node, the message is broadcasted to all nodes [17]. 

Table-driven routing algorithm is the other routing methods that we implement. Dur-

ing the installation phase, all robots send signal strengths to the ComStation by the 

way of blind flooding at once. ComStation prepares the effective route by using signal 

strength for each robot and sends this information to the robots continuously. All the 

robots that uses this route to send information (sensor and camera image) to the Com-

Station. 

8     Conclusion 

In this paper, we give an overview of what our team developed for this year.  We 

concentrated to the developing of our message routing algorithm, image enhance-

ment, autonomous navigation and victim detection techniques. The experience we 

gain from virtual robot competition will allow us to improve our algorithms.  
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