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The purpose of Gemini is to test various machine learning methods. In the
last year, we challenged perceptual aliasing problems of reinforcement learning.
Our approach to this problem was an intermediate approach between model-
based approaches and model-free approaches. In our approach, we distinguished
the perceptual aliasing states first, then, adopted stochastic selection only in the
perceptual aliasing states and adopted greedy selection in the other states [1].
With this method, we could acquire policies which do not include infinite-loops
with small computational cost, but the efficiency of the agents using the acquired
policy is not good enough. The cause of this problem is in bootstrapping: the
error of action-values spread to the other states widely when we adopt a rein-
forcement learning using bootstrapping. To solve this problem, we are trying a
method in which agents skip the backup in perceptual aliasing states (Fig.1). In
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Fig. 1. Skip the backup in perceptual aliasing states

this method, the backup length dynamically changes according to the states that
an agent visited. We have tested this method on a small grid-world example, and
succeeded in improving the efficiency of the approach which we took last year[2].
However, the implementation to the SoccerServer domain has not finished yet.
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