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Abstract. This article presents the UaiSoccer2D team, a simulation
team of robots soccer simulated at UFSJ - Federal University of So Joo
del-Rei, MG, Brazil. Will be present a modeling strategy for use of rein-
forcement learning algorithm Q-learning.
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1 Introduction

The UaiSoccer2D Soccer Team is made for students, teachers of undergradu-
ate and postgraduate of UFSJ - Federal University of Sao Joao del-Rei, MG,
Brazil. The team has goal of develop research in area of Robotic, Artificial In-
telligence, Statistic and Software Engineering applied Robotss Soccer. For this,
UaiSoccer2D Team has sent some works [9], [10], [11], [12] and [16] and has
participated of several events in country.

In 2011, our team organized and participated in a tournament called 1a

Mineira Cup of Soccer Simulation 2D , in which was winner. Also, competed in
Robocup Brazil Open (2011) 1 where got the fifth position. In this competitions,
the team used Base UVA Trilearn 2003 [4]. From now on, we will use Helios Base
Agent2D [1]; [2].

In this paper, we will show a model from strategic used for team, called
Reinforcement Learning [17]; [21]. This technique will be using to understand
and automate the decision taking. This way, will not be necessary a management
and not even complete models of surroundings of simulation. Q-Learning is the
algorithm used in this paper when agent has the ball [17]; [21].

2 Reinforcement Learning

Reinforcement Learning (RL) has allowed the learning of agents via of life in the
enviroment, in which he lives [8]; [17]; [21]. The RL has been frequently cited
in several groups of simulation in Robots’s Soccer [5]; [22]. Some works use the
Q-learning algorithm in specifics cases: when only the agent has the ball [6]; [8].
In [3] was used technique in order to accelerate the learning.

1 Robocup Brazil Open (2011): http://www.cbr2011.org.
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2.1 Q-learning

The Q-learning algorithm allow to establish a politic of actions interactively [17];
[5]; [8]. The main focus of Q-Learning is which the algorithm of learning learns
a function optimal about all space of couple state-action (SxA). Provided that
the split of state space and of actions space allow not entering new information.
When the optimal function Q is learned by agent, he will know which action
will give the greatest reward in a specific case. The function Q(s,a) of reward
expected is learning through of errors and trial given by equation following:

Qt+1 = Qt(st, at) + α[rt + γVt(st+1)−Qt+1(st, at)] (1)

where α is called learn rate, r is reward rate, γ is discount factor and Vt(st+1) =
maxaQ(st+1, at) is the utility of state ”s” resulting from the action ”a”, it was
got using the function Q learned at moment [7].

3 Modelling UaiSoccer2D Strategy

The method for modelling UaiSoccer2D strategy is split in three parts like fol-
lows:

– Definition and discretization of the actions of agents;
– Definition and discretization of the states of the environment;.
– Definition of values of the reinforced table ”R” for each pair state (S) X

Action (A);
– Implementing in the simulator.

3.1 Modelling of Agent’s Actions

At this moment we will show actions possible of agent into simulated Robots
Soccer. The table 1 shows actions of agent with the ball.

3.2 Modelling the Enviroment

The interaction of agents with the virtual world is interpreted through the states
of the environment. These states are defined the characteristics of the environ-
ment a game of robot soccer. The characteristics are taken into account the
positioning of the robot’s own team with the ball and the distance of opponents
players.

3.3 Modelling the Reinforcement Matrix

The reinforcement matrixes have the fixed reward in which the agent will re-
ceive to each State (S) X Action (A) available. The lines shown the states of
environment and the columns illustrate the actions which the agents can take.
The positive reinforcements (5, 10 e 20) illustrate interesting situations to win
the game. The null reinforcement (zero) shows that can exist better actions.
The negative reinforcement (-1) indicates that the action is inappropriate to the
current state of robot.
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Table 1. Actions of agent with the ball.

Id Action

1 Dribble Fast

2 Dribble Slow

3 Dribble Normal

4 Pass/Kick

5 Hold Ball

6 Advance Ball

Table 2. State of the environment to the agent with the ball.

Id State Description

1 Opp B The opponent agent is positioned behind of player in refer-
ence to axis X. The distance between the two agents is more
than 4.5 meters.

2 Opp Close B The opponent agent is positioned behind of player in refer-
ence to axis X. The distance between the two agents is more
than 2.5 meters.

3 Opp Very Close B The opponent agent is positioned behind of player in refer-
ence to axis X. The distance between the two agents is less
than 2.5 meters.

4 Opp F The opponent agent is positioned forward of player in refer-
ence to axis X. The distance between the two agents is more
than 4.5 meters.

5 Opp Close F The opponent agent is positioned forward of player in refer-
ence to axis X. The distance between the two agents is more
than 2.5 meters.

6 Opp Very Close F The opponent agent is positioned forward of player in refer-
ence to axis X. The distance between the two agents is less
than 2.5 meters.

Table 3. Reinforcement matrixes

State/Action A1 A2 A3 A4 A5 A6

S1 -1 -1 -1 20 -1 -1

S2 0 -1 0 -1 -1 0

S3 5 -1 -1 -1 -1 -1

S4 -1 -1 -1 20 -1 -1

S5 -1 5 0 0 -1 0

S6 -1 -1 -1 10 10 -1

3.4 Implementing in the Simulator

The implementation stage of Reinforcement Learning strategy was performed
in simulator of Robots’s football ”RcSoccerSim” in two dimensions of Robocup.
For this, we adopt like base team the Agent2D (Helios Base). In the Q-learning
algorithm, the parameters used were the learning rate (α) and discount factor
(γ) fixed in 0.95.
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To save the learning information for robots was made a file called q.txt. In this
file, the Q matrix (6x6) of learning was started with the value zero to each state
versus action pair what shown the privation of intelligence before simulation
first.

The model presented only aims the learning when the agent has the ball.
This way only a robot can access the file q.txt to each time, but the learning of
agents is accumulating in Q Matrix. Resulting in communication between players
called blackboard. The blackboard is a mutual structure to agents in which he
can perform the written and read of learning information of team.

4 Results

In this paper, we checked the behavior of robot’s team after two stages training
of Reinforcement Learning Algorithm. The training was performed against a
Helios2011 Team [2].

– Stage 1: After 30 (thirty) training games;
– Stage 2: After 90 (ninety) training games.

The evaluation of learning stages was through six random teams. In this set,
we can find the UaiSoccer2D team (2011) [10] and the competitions teams of
Worldcup 2011 (Robocup): Helios2011 (2 place/Japan) [2], Hfutengine2011 (9
place/China) [24], Aua2d (11 place/China) [22] e Rio-ne (13place/Japan) [23];
and Agent2D (Helios Base team) [1].

They were tried in 5 (five) games against the learning stages (1 and 2) in
total 60 games for evaluation. In these games there was no learning. In table
4 are presented the data of games for evaluating each stage, in which the cell
represent the sum of five games.

Table 4. Results For The Evaluation By Stage Of Learning.

Team Balance Balance Conceded Conceded Scored Scored

Stage 1 Stage 2 Stage 1 Stage 2 Stage 1 Stage 2

Agent2D -1 -6 17 11 16 5

Aua2d 23 22 0 1 23 23

Helios2011 -24 -13 25 14 1 1

Hfutengine2011 26 39 7 3 33 42

Rio-ne 23 30 8 4 31 34

UaiSoccer2D2011 120 121 0 0 120 121

Average 27,83 32,17 9,5 5,5 37,33 37,67

5 Conclusion and Futures Works

This paper showed a modelling to reinforcement learning for soccer of robots
simulated. The development a technique of learning allows adapting the different
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situations of game. At this moment, we made only routines to the situation, in
which our team has the ball. In future works, we will make routines to the
situation, in which the adversary team has the ball. Also, we will use some
statistics tools to understanding the behavior of team with the Q-learning and
others techniques of game strategy will be measure with reinforcement learning.
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