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Abstract. This article presents the UFSJ2D Team, a team of simulated
robots soccer from UFSJ - Federal University of Sao Joao del-Rei, MG,
Brazil. The main goals in this paper are to apply reinforcement learning
in the optimization of decision taking and to model a strategy using fuzzy
logic.
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1 Introduction

The UFSJ2D Team is a joining project of UaiSoccer2D and RoboCap Teams,
both from Federal University of Sao Joao del-Rei (UFSJ), Brazil.

The UaiSoccer2D Team is part of UAIrobots Group, which operates in lots
of researching, extension and teaching lines of robotics at UFSJ. The UaiSoc-
cer2D Team has been participating in the 2D simulation category of robotics
competitions since 2011. The first participation of the Team on RoboCup was in
Mexico, 20121. That same year, UaiSoccer2D placed fourth in Latin American
Robotics Competition (LARC 2012) and placed second in Brazilian Robotics
Competition (CBR 2013) in 20132.

The RoboCap Team was created in 2008, when a group of students of Mecha-
tronics Engineering got together to participate of several robotics competitions.
The 2D simulation team is more recent and was created in 2012. The first par-
ticipation of RoboCap in Brazilian Robotics Competition was in 2013.

The UFSJ2D Team uses Helios Base (Agent2D 3.1.1) as base code [1]; [2].
Besides that, the formation of Marlik Team [20] was edited and adapted to
UFSJ2D.

Some publications had positive results in Reinforcement Learning and Fuzzy
Logic at simulation platform of RoboCup [5]; [16]; [12]; [13]; [9]; [11]; [4]; [3].

1 RoboCup 2012: http://www.robocup2012.org.
2 CBR2013: http://www.cbrobotica.org.
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This paper is organized in sections: at section 2 and 3, Reinforcement Learn-
ing and Fuzzy Logic strategies are shown, respectively, and the conclusions are
in section 4.

2 Reinforcement Learning

The RL Reinforcement Learning (RL) has been frequently cited in several groups
of simulation in Robots’s Soccer [7]; [19]. Some works use the Q-learning algo-
rithm in specifics cases: when only the agent has the ball [9]; [11]. In [5] was used
technique in order to accelerate the learning.

2.1 Q-learning

The Q-learning algorithm allow to establish a politic of actions interactively [21];
[7]; [11]. The main focus of Q-Learning is which the algorithm of learning learns
a function optimal about all space of couple state-action (SxA). Provided that
the split of state space and of actions space allow not entering new information.
When the optimal function Q is learned by agent, he will know which action
will give the greatest reward in a specific case. The function Q(s,a) of reward
expected is learning through of errors and trial given by equation following:

Qt+1 = Qt(st, at) + α[rt + γVt(st+1)−Qt+1(st, at)] (1)

where α is called learn rate, r is reward rate, γ is discount factor and Vt(st+1) =
maxaQ(st+1, at) is the utility of state ”s” resulting from the action ”a”, it was
got using the function Q learned at moment [10].

2.2 Modelling RL Strategy

Defining Actions: The actions above are for the agent with ball possession:

1. Action: Dribbling A (Carry the ball to the goal with dribbling A);
2. Action: Dribbling B (Carry the ball to the goal with dribbling B);
3. Action: Passing A (Pass the ball to some player from his team with pass A);
4. Action: Passing B (Pass the ball to some player from his team with pass B);
5. Action: Through Passing;
6. Action: Shooting (Shoot the ball toward the goal).

Defining Environment States: To feature the environment performance of
the agents, the soccer field was divided into five zones. Each zone has three cells
in a total of fifteen cells in the environment. The X and Y coordinates are used
to define the sections. This structure is shown in Figure 1.

Another information that is considered in defining environment states of the
agent with the ball is the distance from the closest opponent (dist). In this case,
to dist less than four, the opponent is close. Otherwise, the opponent is distant.
This distance was adopted considering the sum of diameters of two robots.
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Fig. 1. Proposed division of the soccer field in zones and cells. This structure is valid
when the team is attacking from the left to the right.

Defining the Reinforcement Matrix: The environment of simulated soc-
cer robots involves a great complexity to the team reach the primary reward
scoring a goal. A common method originally used in animal training, is called
reinforcement modeling, which provides additional rewards for ”progress” [14].
Thereby, the goal of scoring can be divided into ”get the ball possession”, ”drib-
bling toward the goal” and ”shoot towards goal”. Intermediate reinforcements
are important to accelerate the learning, however, these reinforcements must
receive lower values when the robot does not reaches the target [15].

The Table 1 presents the penalties and reinforcements defined for each field
zone. The increasing of the value of reinforcement as the agent reaches the at-
tacking field must be noted.

Table 1. Values of Reinforcements and Penalties for each Zone.

Zone Penalty Reinforcement

A -10 -1

B -1 0

C 0 1

D 1 10

D (Cell 11) 10 40

The goal is to value each correct step done by a robot. In other words, in
reinforcement modelling, learn some offensive game strategy with the ball pos-
session is the goal. The rewards increase in value as the team advances zones in
the playing field, seeking the Zone D, and Cell 14. In this stretch of the field , the
agent will be closer to score. Therefore, for each zone, penalty and reinforcement
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values are set. The value of penalty is lower than the value of reinforcement,
because the execution of an correct action corresponds to reinforcement. In Cell
11, the correct action chosen must be shooting.

3 Fuzzy Logic

3.1 Description

A Fuzzy Logic strategy is used to improve the intensity in marking. The soccer
field was divided in three parts and according to the ball position, the agent
keeps a secure distance to his opponent using Fuzzy Logic.

If the agent does not take the ball from his opponent, this secure distance
will help the agent to recover his marking.

3.2 Fuzzy Logic Input

The Fuzzy Logic Input is described at Figure 2 in which the soccer field was
divided in three areas: Area1 (-52,5 a -35), Area2 (-15 a 15) e Area3 (35 a 52,5).

Fig. 2. Input variable Area.

3.3 Fuzzy Logic Output

The Fuzzy Logic Output is the security distance that the agent will be from his
opponent. The variables are VeryClose, Close and Away, showing the distance
which the agent is from his opponent. The output is described at Figure 3:

3.4 Rules

1. If Area = Area1, than Mark = VeryClose;
2. If Area =Area2, than Mark = Close;
3. If Area = Area3, than Mark = Away;
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Fig. 3. Output variable Mark.

3.5 Response Curve

The graph obtained as response is shown at Figure 4 and is observed that when
the ball is close of team’s own goal, the marking is also closer. In otherwise,
when the ball is in the field of attack, marking is not intense.

Fig. 4. Response Curve.

4 Conclusion and Futures Works

In recent years, the competition results and publications in RoboCup Simula-
tion 2D platform have been improved in UFSJ. The modeling of reinforcement
learning strategy has been improved by researches since 2011. As for fuzzy logic
applied in marking, is necessary do some adjusts due to being a recent study in
UFSJ2D Team. In future works, the team will increase knowledge in reinforce-
ment learning and fuzzy logic to improve performance and results of UFSJ2D
Team.
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