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Abstract. This team description paper mainly explains the work of Apollo2D 
recently. We emphasize on this document about characteristics of our team 
which we devoted ourselves to, including passing cooperation and the related 
projects called HFO Trainer. They are steady points towards the promotion of 
the team’s performance. 
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1 Introduction 

1.1 Overview 

Apollo2D is a part of Apollo which serves as a robotics club and a competition team 
affiliated to Nanjing University of Posts and Telecommunications (NJUPT for short). 

1.2 Team History 

Apollo2D team went through inconsistent time as below. 
Founding history. Apollo was founded in 2002 as a competition team under the 
leadership of Professor Zhiyong Zhang, when the team mainly focused on 2D simula-
tion. The team made up a fundamental RoboCup environment and got achievements, 
such as the third place in RoboCup U.S. Open 2005. 
Midterm history. The organizational form of Apollo changed into a robotics club in 
2010, when the main emphasis of Apollo switched to RCSS 3D and Rescue, which 
means 2D got less attention or resources. What’s worse, Apollo2D lacked communi-
cation between generations, as a result of documents and data loss, following with 
decreasing efficiency. The worst year is 2018, no freshmen participated, causing a 
one-year-long break of our team. 
Recently. 2 postgraduate students took on research about improvement of Apollo2D 
agents since 2016. Undergraduate students in 2019 starts to revive the group, includ-
ing increasing people. Apollo2D won the second place in RoboCup China Open 2021. 

1.3 Team Code 

We based our code on agent2d 3.1.0[1] until this year. Now Apollo2D uses up-to-date 
HELIOS base including librcsc rc2021. HELIOS base[2] is a great bridge connecting 
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RoboCup Soccer Simulation (RCSS for short) Server and the detail implement of a 
team. Also, it guarantee stability and potential of a team. 

There are obvious trails that shows a small part of our codes originated from 
Yushan and Tianjin Normal University (TJNU for short), but in old version which 
cannot be dated. We mainly refer to build system and train of thought from Yushan 
and behavior like pass and block from TJNU. 

Over the past few years, the focus has been on two aspects of formation design and 
pass cooperation, proposing a formation design method based on a pass cooperation 
strategy based on A* search. 

2 Pass cooperation strategy based on A* search 

2.1 Tree structure model and A* search deployment 

Tree structure model. A chain of pass in a small range is treated as a tree model[3] 
in Apollo2D, in which a pass action serves as a node and it is paired with a state to 
predict[4]. 

A* search. After simplify the soccer field to trees, Apollo2D runs A* on these pass 
tree. Since A* uses priority queue to select paths that minimizes[5][6] 

 𝑓𝑓(𝑛𝑛) = 𝑔𝑔(𝑛𝑛) + ℎ(𝑛𝑛) (1) 

In RoboCup Soccer Simulation environment, we define 𝑔𝑔(𝑛𝑛) is 100 * possibility 
of being intercepted, ℎ(𝑛𝑛) is the distance between positions of ball and goal, just as 
shown in Fig. 1, where the values on the nodes are ℎ(𝑛𝑛), the values on the arrays are 
𝑔𝑔(𝑛𝑛). 

      
Fig. 1. Transformation to A* algorithm model on a passing problem 

Weight involvement. In order to enhance flexibility of our team when facing different 
situations, we need to adjust 𝑔𝑔(𝑛𝑛) and ℎ(𝑛𝑛), so Equation (1) was modified to[7][8]: 
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 �  𝑓𝑓(𝑛𝑛) = 𝑎𝑎 ∗ 𝑔𝑔(𝑛𝑛) + 𝑏𝑏 ∗ ℎ(𝑛𝑛) + 𝑤𝑤
𝑎𝑎 + 𝑏𝑏 = 1

 (2) 

 Amount balance between weights 𝑎𝑎, 𝑏𝑏 and 𝑤𝑤 is decided according to the strategy. 
We also divided the soccer field into 8 blocks as indicators on the decision of the 
weights[9][10]. 

2.2 Results of the improvement 

After we try to get the best value of 𝑎𝑎, just as shown in Fig. 2, the value around 0.5 
seems like the answer. Judgement of the game stage and carrying out more flexible 
data is also a solution, which is the practical application. 

        
Fig. 2. Two rates about pass under influences of value 𝑎𝑎 

The through balls with attack threat, which successfully breakthrough the defensiv
e players only by passing and make shoot chances in the end, threat rate of pass is the 
ratio of through ball to the total number of passes. Table 1 shows data analysis of 
Apollo2D vs Alice2021 in 18 games. The way to analyze is Loganalyzer31. 

Table 1. Data Comparison 

 Apollo2D Alice2021 
Total scores 23 18 
Threat rate of pass 2.774% 2.354% 
Domination cycles (average) 2179.72 1910.72 

3 HFO Trainer 

3.1 Overview of Half Field Offense  

Half Field Offense[11] environment is a branch of 2D simulation which pays atten-
tion to the offense-defense situations within the half field. It's established around a 
rcssserver (version 15.2) addition to a HFO referee, with involvement of Python 

 
1  loganalyzer3 https://github.com/opusymcomp/loganalyzer3 

Success rate of pass 

Threat rate of pass 
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scripts and other tools. Users can connect to it with their own agents and practice 
them.  

3.2 Shortcomings of its environment 

Although it's a complete and high-available system, we noticed some shortcomings. 
The HFO referee inside HFO system is the core element of the main function, but due 
to the referee class is edited inside the source code, so here it brings some problems 
of inflexibility. 

Problems on version update. When rcssserver upgrades to version 16, a lot of new 
characteristics cannot be applied on old HFO environment. It takes effort to make 
HFO part fit in new server. 

Conflict with official rcssserver. Since its rcssserver has been modified and add 
some new variable to configuration files, but it's still read config from default directo-
ry which places the default config files generated by official rcssserver.  

3.3 Migration to a RCSS Server Trainer 

Taking shortcomings above into consideration, we would like a better environment 
where agents are trained. Trainer in RCSS Server has access to control variables on 
the field, just like referee. It proves the feasibility of migration.  

In detail, we imitate sample trainer, integrate referee contents in to two organized 
classes, which is injected into main function of HFO trainer. To make it work well, 
necessary parse command is added.  

We have finished approximately 80% of the work in the HFO system. 

3.4 Features or improvements of HFO Trainer 

File structure. HFO Trainer is an executable file parallel with player, sample trainer 
and coach in a team. Codes inside this directory are used to set HFO training envi-
ronment. 

Independence and flexibility. In theory, all different sets of HFO trainer show no 
influence to others. Additionally, the executable generated can run provided a com-
mon RoboCup simulation 2D environment. 

More efficient action ingredients. HFO system provides some basic actions so users 
can pay more attention on how to make decisions, which gives an environment to 
implement of Reinforcement Learning. We also provide some atomic actions alike, 
while optimized and verified to be more efficient. Fig. 3 shows cycle spent on catch-
ing ball between them. 
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Fig. 3. Improvement of catching ball in average 

HFO with more conditions. The original HFO system defined a lot of constants like 
HFO area and others in the modified rcssserver. After transforming them into a train-
er, it's much easier to modified them and we extended variables to make it more flexi-
ble.  

3.5  Application and future work 

Automatic comparison between different teams. Fig. 4 shows how we evaluate 
different methods of catching a ball using HFO Trainer. 

.        

Fig. 4. Key data and frequency distribution of different methods 

Preparation to combination with Machine Learning platform. HFO is designed to 
do research on Reinforcement Learning[12][13], so the trainer needs an API to run 
with platforms like TensorFlow or Python programs. 
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4 Expectation 

We've noticed there have been many excellent teams making great effort to attempt to 
solving multi-agents problem and some of them has made exciting work. We are de-
lighted and hopeful to explore the better method on it with previous experience, 
thoughts from everyone and intelligence of ourselves. 

In the future, our focus will be divided into several parts below. 

Strengthen the offensive performance. Our attacking players are often in trouble in 
attack and it is difficult to form effective cooperation. Next, we will continue to opti-
mize the code and improve the performance of attackers. 

Machine learning related content. We have partially introduced reinforcement 
learning and supervised learning to assist our work, but due to lack of experience, we 
still need some time to further optimize our players.  

Code review. We hope that by refactoring the code, we can finally make these codes 
easy to read and optimize again. 
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