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Abstract. This team description paper presents an overview of previ-
ous work and recent research topics of Team HELIOS2023. We have been
attempting to construct a method that facilitates the construction of tac-
tical decisions that reflect the intentions of the team designers, intending
to operate a variety of tactics flexibly. This paper outlines one of our
recent efforts that use learning to rank to make tactical decisions about
ball chasing behavior.

1 Introduction

Team HELIOS has participated in the RoboCup competitions since 2000, and
has won five championships [6,7,9]. The team has always succeeded in being
among the top four teams since the year 2005.

One of our recent research topics is the adaptation of team tactics. In the
soccer simulation league, changing the team strategy and players’ behaviors ac-
cording to the opponent teams becomes increasingly essential. The contribution
described in this paper is applying the learning-to-rank approach to make the
best tactical decisions about ball chasing behavior.

2 Previous Works

We have released some of our team’s source codes and debugging tools to help
new teams participate in the competitions. Furthermore, to start the research
of multiagent systems [5]. Currently, the released source codes are available at
our project site3. We have proposed two essential methods for developing a
(simulated) robotic soccer team: A formation model using triangulation [1] and
a framework for action sequence planning [2]. These methods have already been
implemented in the released sources, allowing us to effortlessly develop a working
simulated soccer team.

3 https://github.com/helios-base (Please cite [5] when you publish papers using the
codes in this site.)

https://github.com/helios-base
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Acquiring a practical evaluation function for action sequence planning is still
a problem to be solved. We have tried to apply machine learning methods to this
problem (such as in [4,12]). As an application of evaluation function research, we
also developed an automatic cheering system in [19]. Game analysis is also an
important topic related to evaluation function modeling. We proposed several
analysis methods using the information about the distribution of kicking actions
during the game in [20,11]. To conduct a quantitative evaluation, we have also
developed a team evaluation system [15] and a log analysis tool4. Analyzing the
team name effect is one of the achievements of using this tool [13].

3 Ball Chasing Behavior using Learning to Rank

3.1 Problem Overview

The ball-chasing behavior is a frequently occurring behavior in soccer games.
Usually, individual players estimate the predictions of the future ball positions
based on the simulator’s physics model. When it comes to catching up with
the ball in the shortest distance, optimizing the ball-chasing behavior is not
so difficult. For example, reinforcement learning has been successfully applied
to acquiring the ball-chasing behavior in the early days [18]. However, more
is needed for a pass receiver to receive the ball if they need to consider team
tactics and make a more significant contribution to the team. The receiver player
must find the ball-trap position and its posture that will be more advantageous
to the team and select the movement actions according to the decision. In the
ball-chasing behavior, it is not easy to determine a more advantageous position
and posture for the team, considering the game situation. This task is generally
performed in conventional team development by applying manually designed
rules and handcrafted evaluation functions.

3.2 Ball Chasing Task in the Soccer Simulation

Figure 1 shows an example of the ball trap position predicted by Player #10.
Each player predicts the position of the ball based on its observed information
and predicts whether or not he can reach those positions. The figure shows the
ball trajectory predicted by Player #10 and the possible positions where Player
#10 can trap the ball as circles. It is easy to predict that the ball will pass right
by the player and to find the trapping position with the shortest distance to
travel. However, Player #10 is playing an offensive role who attacks from left to
right, so trapping the ball more toward the opposition, i.e., more to the right, is
expected to give his team an advantage. As shown in this case, the most effective
ball-trap position is only sometimes apparent because the positional relationship
with other players and the team’s tactics must be taken into account.

4 https://github.com/opusymcomp/loganalyzer3

https://github.com/opusymcomp/loganalyzer3
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Fig. 1. Example scene showing the future ball positions predicted by Player #10 and
candidate positions where it is possible to trap the ball.

3.3 Applying Learning to Rank

Enumerating multiple candidate behaviors and evaluating and ranking them can
also be applied to the ball-chasing behavior. To obtain the evaluation function,
Akiyama et al. applied a learning-to-rank method using SVMRank. It was also
suggested that SVMRank could obtain evaluation functions that perform simi-
larly to those designed by humans. However, the problem is that it is difficult
to deal with in exceptional situations. In order to deal with this problem, it
is inevitable to write some rules, and an approach using decision trees seems
promising for this task.

Learning-to-rank is a machine learning technique widely used in the field of
information retrieval. Originally, it was a method for ranking documents that
satisfy a particular query in information retrieval. Let us consider the field state
when each player generates an action as a query. The candidate action groups
generated by the players correspond to the document groups.

This paper uses LightGBM [14] as an implementation tool for the learning-
to-rank model. LightGBM is one of the gradient boosting decision trees and the
implementation of LamdaMART [10]. LightGBM is a proven library widely used
in machine learning competitions.

Gradient boosting decision tree is known as a decision tree-based ensemble
learning method. Furthermore, a method for applying gradient boosting trees
to learning-to-rank was proposed and has shown practical performance in [10].
We applied a gradient boosting tree-based ranking model to the ball-chasing
behavior.

3.4 Feature Vector and Training Data

For the computational experiments in this paper, the feature information used
by the players’ decision making is dumped out as a log and used as training
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Table 1. Features used in our model.

ID Feature

0 Type of action(Omnidirectional, turn and dash)

1 Number of turn

2 Number of dash

3 Number of steps to trap

4 Distance to the ball when trapping

5 Remaining stamina when trapping

6 X-coordinate of the ball when trapping

7 X-coordinate of the offside line

8 Distance between trap position and opponent goal

9 The shortest steps reached by the opponent

10 The shortest steps reached by the teammate

11 My move distance

12 Radius of my kickable area

13 Current ball speed

14 Ball speed when trapping

data. We use 15 total features shown in Table 1. These features were manually
selected and were actually used by HELIOS2021 in competitions.

The player is programmed to create logs in which the ball trap position by
the manually designed evaluation function is recorded. Therefore, the recorded
information helps reproduce the manually designed evaluation function using
a machine learning model. Even if the internal implementation of a player is
unknown, it is possible to learn and mimic the evaluation function model from
the game logs recorded by the simulator.

4 Experiments

4.1 Experimental Setup

A game of 3,000 cycles per half (i.e., 6,000 cycles in total for a single game) was
performed, and each player recorded a log that served as training data. Figure 2
shows an example of training data where each line means one behavior candidate.
The leftmost column means a value for each behavior, and the remaining columns
mean the indices of the features and their values. In this example, 14 candidates
are generated and ranked from 1 to 14. Similar data are generated for each game
situation.

We employed HELIOS2021 in the computational experiments. The team par-
ticipated in RoboCup2021 [5,8], and its binary files are publicly available online.
In this study, we used only the logs recorded by Player #10 of HELIOS2021,
who is in an offensive role in the team. We collected data for a total of 100 games
to obtain enough amount of training data. Out of the 100 games, 2, 5, 10, 15,
50, and 100 games were used for training ranking models, and the learning effi-



HELIOS2023: Team Description Paper 5

Fig. 2. Example of training data.

Table 2. Number of collected data.

# of games # of training data game # of query total # of data

2 1 447 5826

5 4 747 9687

10 9 1345 17896

15 14 2077 27729

50 49 8104 108061

100 99 15450 206974

ciency by the number of data was evaluated. Table 2 shows the detailed number
of data.

The depth of the decision tree was not specified (thus, its depth is unlimited),
and the maximum number of nodes is 31. If the performance is not improved by
increasing the number of decision trees through cross-validation, the decision tree
generation stops at that point. Normalized discounted cumulative gain (NDCG)
is used as a performance indicator for the acquired models. NDCG is a commonly
used metric to evaluate ranking models. In this experiment, we used NDCG@10,
which is the degree of fit of the top 10 cases.

4.2 Results of Performance Evaluation

Figure 3 is a graph of NDCG@10 values for each number of data. As the number
of data increases, the NDCG@10 value also increases, indicating that perfor-
mance is improving. There was no significant increase in values for more than
50 games. Therefore, approximately 50 games, or about 100,000 data sets, are
expected to be sufficient for training the ball-chasing task.

4.3 Analysis of the Contributions of the Features

From the trained model, we analyzed the contributions of the features. The
analysis was performed on the model obtained for 50 games. One feature out of
15 was first removed, and then the model was re-trained using the remaining 14
to obtain the value of NDCG@10. This process was iterated for each removal of
the features. Figure 4 shows the change in NDCG@10 as a result of removing
each feature.
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Fig. 3. Result of NDCG@10 for each number of data.

The original NDCG@10 value for the 50 games was about 0.992. This result
shows that some features may strongly affect the performance. Feature 4 may
be the most important, as the value of NDCG@10 is small. On the other hand,
since there is little change in the NDCG@10, features 2, 5, 6, 10, 13, and 14 may
not be necessary.

Reducing the number of features may also reduce the data size needed for
training. Therefore, it is necessary to determine the balance between the cost of
learning and the performance of the learned results.

4.4 Discussions

The performance of the model was evaluated by changing the number of train-
ing data. A comparison of NDCG@10 showed that as the number of data in-
creases, the NDCG@10 value also improves. However, no significant increase
in NDCG@10 was observed for data larger than about 100,000. Models with
NDCG@10 values of approximately 0.99 or higher were obtained for 100,000
data sets. Based on these results, we estimate that approximately 100,000 data
sets are sufficient for the ball-chasing task.

The results of feature removal imply that Feature 4, the distance to the ball
when trapping, may be essential for the ball-chasing task. This result was not
expected from the team developer’s point of view. However, it is reasonable to
trap the ball more reliably. It is expected that this was unconsciously adjusted
during development.

The experimental results indicate that the performance was expected to be
practical. However, it was impossible to verify whether the selected ball-chasing
behavior was effective. We need to develop a system to judge the effectiveness
of the actions and modify the training data.
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Fig. 4. Result of NDCG@10 when each feature is removed.

5 Conclusions

In this paper, we focused on the ball-chasing task, which has not been sufficiently
studied in robotic soccer. We proposed applying a learning-to-rank method us-
ing gradient boosting trees. Numerical experiments were conducted using the
RoboCup soccer simulator as the experimental environment. The experimental
results showed that the proposed method could obtain a ranking model that
reproduces the existing evaluation function. As a result of training and evalua-
tion with various training data sizes, about 100,000 data are sufficient for the
ball-chasing task in simulated soccer. The results of experiments to reduce the
number of features suggested that some features may be unnecessary.

In future work, we must incorporate the obtained model into actual player
agents and evaluate its performance in actual games. It is then also necessary
to develop a mechanism to modify the model not only by imitation but also by
external instructions.
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