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Abstract: This article introduces Miracle3D team and its development.
It also describes the changes in Miracle3D team structure.In addit-
-ion, it also includes the research on deep learning optimization

strategy decision-making.

1 Introduction
Miracle3D is a RoboCup 3D team founded in 2012 and has participated in many competitions. Miracle 3D

simulation robot soccer team participated in the national competition for the first time in 2012. In 2013,
Miracle3D won the Anhui Robot World Cup. In the same year, he won the first prize of Roboup3D China
National Award and entered the top eight in Roboup3D IranOpen2014. In 2014, Miracle3D won the bronze

medal of Robocup3D in Anhui, and won the fourth place in China in the same year.

There are still some problems with our team code. For example, the robot's strategy execution is inaccurate,
the positioning is not accurate enough, the distance of kicking the ball is not far enough, and the movement
speed is not fast enough. In order to accelerate the development of the team, focus on the research of
problems.We uesd used the basic code released by MagmaOffenburg (if you wan to konw more about it,you

can see https://github.com/magmaOffenburg/magmaRelease )And we added our own strategy in the code.

The rest of this article is as follows. Part 2 introduces the basic code of MagmaOffenburg. The third part
introduces our team structure. The fourth part introduces the design of neural network and the use of

reinforcement learning to train robot player Al. Part 5 describes the future objectives.

2 Code Introduction
MagmaOffenburg RoboCup 3D simulation code is a highly modular code that makes our modification and

development more flexible.

This code includes the following functions:
* Omnidirectional walking engine based on double inverted pendulum model
* A skill description language for specifying parameterized skills/behaviors
* Getup (recovering after having fallen over) behaviors for all robot types
* A couple basic skills for kicking one of which uses inverse kinematics
* Sample demo dribble and kick behaviors for scoring a goal
* World model and particle filter for localization
* Kalman filter for tracking objects

* All necessary parsing code for sending/receiving messages from/to the server



* Code for drawing objects in the RoboViz [4] monitor
* Communication system previously provided by drop-in player challenge 4

* An example behavior/task for optimizing a kick

3 Team Structure
The bottom layer includes communication module and receive/execute module. As the last layer of the layer
structure, it is used to communicate with the server. Its functions include two aspects: sending and receiving.
As the receiver, the communication module needs to obtain information from the server and send the
message analysis model to the outside through the server. As the sender, the robot feeds back the decision to
the server communication module in the following way, and then transmits the parsed information to the

world model, and updates the world model according to the communication information.

The skill layer is also called the basic action layer, which defines the basic actions and skills, such as walking,
shooting, positioning, interception, etc. The skill level is the foundation of the whole decision-making level
and the bridge between the bottom level and the decision-making level. However, both the analysis of
information and visual positioning will have certain deviation, which will affect decision-making. Relevant
algorithms need to be used to reduce the impact. "Decision-maker” is the brain of the person who is
responsible for coordinating the team strategy and making different positions, passes, dribbles, etc.

according to the situation of the game.
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Fig. 1. Team Architecture of Miracle3D

4 Use reinforcement learning to train robot player Al
Using reinforcement learning to train robot player Al Preface: In order to improve training efficiency and
reduce training time, first abstract robocup3d as a 2d small game, and use 2d small game simulation, which is
similar to the traditional strategy in strategic decision-making. The traditional strategy also abstracts the field

into a plane, and each player has a fixed state information representation.

4.1 Neural Network Design
Neural network, also known as artificial neural network (ANN) or simulated neural network (SNN), is a subset
of machine learning and the core of deep learning algorithm. Artificial neural network (ANN) is composed of

node layer, including an input layer, one or more hidden layers and an output layer. Each node is also called an



artificial neuron. They are connected to another node and have relevant weights and thresholds. If the output
of any single node is higher than the specified threshold, the node will be activated and send the data to the

next layer of the network. Otherwise, the data will not be transferred to the next layer of the network.

After the player's position information and the ball's position information are input into the input layer, the
entity is embedded into the position coding layer, the information is encoded, and then normalized through
the residual connection and the self-attention layer. The global information is extracted through the average

pooling, and the past strategy is memorized after entering an Istm layer.

LSTM, the full name of Long Short Term Memory, is a special recurrent neural network. This network is
different from the general feedforward neural network. LSTM can use time series to analyze the input; It is
used to solve the common long-term dependence problem in general recurrent neural networks. Using LSTM
can effectively transfer and express the information in a long time series without causing the useful
information in a long time to be ignored (forgotten). At the same time, LSTM can also solve the problem of
gradient disappearance/explosion in RNN. It adds a memory cell, which is mainly composed of forgetting gate,
input gate and output gate, as shown in the figure. The forgetting gate is used to control how much
information in the memory cell of the previous moment is discarded or retained, the input gate is used to
control how much information can be input and saved in the memory cell at the current moment, and the

output gate is used to control which information in the memory cell will be output at the current moment.
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Fig.3 RL neural network model

4.2 Training Graphic Design
We have a 20 * 30m court with two goals in the middle of the left and right sides. Its length is 3m.



The ball is generated in the center.

The maximum number of players on both sides is 11, and the number can be adjusted at any time during

training.
We will train a single agent first.
End condition: the ball collides with the goal
Robot player action:
1.Forward
2.Turn left

3.Turn right

4. Kick the ball (only when the ball is at a certain distance in front of the player)

5. Stand

Fig.4 Plane picture of simulation training

4.3 Technical Implementation

4.3.1 Reinforcement Learning Algorithm

Reinforcement learning is an important branch of machine learning and a product of multi-disciplinary and

multi-disciplinary intersection. Its essence is to solve the decision making problem, that is, to make decisions

automatically and make continuous decisions.

It mainly contains four elements: agent, environment status, action, reward, and reinforcement learning aims

to obtain the most cumulative rewards.

| Agent

state reward action
5 n a,
Ll
S| Environment [
—_—
(CHILD)
couple | | chocolate walking

of steps

Fig.5 Process picture of reinforcement learning

4.3.2 PPO Algorithm

PPO algorithm is a policy-based reinforcement learning algorithm using two neural networks. By inputting

the current "state" of the "intelligent body" into the neural network, the corresponding "action" and

"reward" will be finally obtained, and then the state of the "intelligent body" will be updated according to the



"action". According to the objective function containing "reward" and "action", the weight parameters in the
neural network will be updated by using the gradient rise, so that the "action" judgment that makes the

overall reward value greater can be obtained.

4.4 Reinforcement Learning Process
In the simulation plane we set up, we analyze the strategy execution steps of a single agent:

policy——action——>>env——state,reward——>>policy

state
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action——» env

Fig.6 Training process

4.5 Result
The result is the stage reward analysis:
There is only one player below,
Set the feedback of feedback to encourage the agent to approach the ball. After about 500k simulations, the

agent has learned how to go straight forward to approach the ball and then rotate in place.
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Fig.7 Training result

Adjust the feedback of feedback to encourage the agent to play football in the right position. The robot soon

learned how to play football, but could not play in the precise direction.
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Fig.8 Training result

After adding a new opponent:

We set up a simple 1v1 confrontation scenario. The defender performs a fixed operation, walks to the side of the
football, and then kicks the football. After about 750k simulations, the agent learns to kick the ball away from
the opponent. After about 1.7m times, the agent learns to shoot the ball at the goal in two steps - first kick the

ball away from the opponent, and then catch up with the football to finish shooting.
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Fig.9 Training result

5 Future outlook
In order to solve the problem of strategy decision of soccer team members, it is necessary to repeatedly
change the implementation of the code, study the decision-making methods of the team members, and
establish a systematic robocup3d robot strategy decision mechanism. Based on reinforcement learning,
relevant algorithms are used to train and optimize the agent's policy decision and parameter range. In the

future, it will gradually improve the parameters of its training plane and support more players until 11.
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